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Abstract
This paper presents a study on the performance analysis of cloth simulation using parallel

programming and different decomposition methods. The goal of the study is to identify the best
approach to achieve optimal performance on three different sizes of clothes with varying
qualities. Three types of clothes were used in the study, including a small cloth with a dimension
of 100x100, a medium cloth with a dimension of 200x200, and a large cloth with a dimension of
300x300. The decomposition methods used in the study included row, column, and block
decomposition. The performance of each method was evaluated using different numbers of
threads. The results of the study show that the row decomposition method consistently performs
well across all three sizes of clothes, while the performance of the column and block
decomposition methods varies depending on the size of the cloth and the number of threads used.
Whereas the normal sequential method produces the lowest performance among all four
methods. The findings suggest that parallel programming with appropriate decomposition
methods and thread configurations can greatly improve the performance of cloth simulation.

Introduction
Cloth simulation is an important application in computer graphics and animation. The

simulation involves modeling the physical properties of cloth, such as texture, flexibility, and
smoothness, to create realistic animations. However, the simulation is computationally intensive
and requires significant processing power. Parallel computing techniques, such as domain
decomposition, can be used to optimize the performance of cloth simulation. This paper presents
an analysis of the performance of cloth simulation using parallel computing techniques compared
to the normal sequential technique.

Methodology
In order to simulate the behavior of cloth, it is necessary to have a thorough

understanding of its underlying structure. Cloth is composed of interconnected nodes, as shown
in Figure 1.0. Each node is linked to adjacent nodes in the up, down, previous, and next
directions, as appropriate. Next, physics forces must be calculated for each individual node.
These forces include the Hooke's Law force, aerodynamic force, Eulerian integration force, and
collision detection force (Tuur Stuyck, Cloth Simulation for Computer Graphics).

The Hooke's Law and aerodynamic forces are calculated by obtaining the forces of
neighboring nodes and storing them as acceleration values, without updating the nodes
themselves until the Eulerian integration stage. During Eulerian integration, additional forces are
calculated using the data obtained from the Hooke's Law and aerodynamic forces. Only after this
stage are the node positions finally updated. Therefore, the Hooke's Law and aerodynamic forces
can be parallelized together beforehand, while the Eulerian integration stage must be parallelized
separately. Collision detection, on the other hand, can only be calculated after Eulerian
integration has been performed. As such, it must be parallelized separately as well.



Figure 1.0 (Cloth Nodes)
Sequential

The sequential method for cloth simulation involves calculating the forces node by node,
starting from the top left corner and proceeding towards the bottom right node. It calculates the
first row's first column node and proceeds towards the last column of the first row until the end
of the bottom row.

Parallel - Row
The parallel - row method for cloth simulation involves dividing the work into multiple

threads. The first thread will perform the same computation as the sequential method, starting
from the top left corner and proceeding towards the specified row. The second thread will start
computing from where the first thread ends, and it will continue until the next specified row.
Then the rest of the thread will follow the same logic until the end of the cloth.

Parallel - Col
The parallel - col (column) method for cloth simulation also divides the work into

multiple threads. The first thread will start computing from the top left corner and proceed
towards the specified column of the first row, then calculate the next row with the same logic
until the last row. The other thread will start from where the previous thread ends and will
continue computing towards the specified column of the last row.

Parallel - Block
The parallel - block method is a combination of the parallel - row and col methods for

cloth simulation. It divides the work into multiple threads as well, similar to the previous
methods. The first thread will compute the forces node by node, starting from the top left corner
and proceeding towards the specified column of the first row, then calculate the next row until
the specified column and will do this until the specified row. The other thread will start from
where the previous thread ends and continue computing towards the specified row and column.

Samples
Three different types of clothes (figure 2.0) with varying sizes and qualities are used in

this project. The first cloth is small, with a dimension of 100x100 and 2500 nodes to build the
cloth. The medium cloth has a dimension of 200x200 and 6400 nodes, while the large cloth has a
dimension of 300x300 and 10,000 nodes in it. In all these three clothes, the stiffness, airflow, and
texture are all the same to make sure that it does not affect the results.



Figure 2.0 (3 different type of cloth samples
with sphere in front of it)

Thread Analysis
The performance of each method is measured using the FPS metric. To determine the

best performance for each cloth size, we first find the optimal number of threads for each
method. This has been done by measuring the FPS of each method in different types of clothes
using different amounts of threads over a period of 10 seconds and taking the average of it to use
as the performance, for this measurement we use it purely just the cloth without any collision to
it. Table 3.0 shows the full details on the performance on different methods using different
numbers of threads.

Small Medium Large

Threads Row Col Block Row Col Block Row Col Block
2 92 91 86 43 40 39 28 28 26

3 99 100 104 49 47 45 33 31 28

5 109 102 111 55 52 46 36 36 30

10 109 105 97 56 54 45 38 36 29

15 99 102 91 55 53 45 35 34 38

20 89 87 74 48 46 44 38 31 38
Table 3.0 (Thread analysis on different methods

for different clothes measured in FPS)

From table 2.0, we can see that for the small cloth, row decomposition performs the best
using 5 or 10 threads with the performance of 109 FPS, while column decomposition performs
the best using 10 threads with the performance of 105, and block decomposition performs the
best using 6 threads with the performance of 111 FPS. For the medium cloth, row decomposition
performs the best using 10 threads with the performance of 56 FPS, column decomposition
performs the best using 10 threads with the performance of 54 FPS, and block decomposition
performs the best using 6 threads with the performance of 46 FPS. For the large cloth, row
decomposition performs the best using 10 or 20 threads with the performance of 38 FPS, column



decomposition performs the best using 5 or 10 threads with the performance of 36 FPS, and
block decomposition performs the best using 15 or 20 threads with the performance of 38 FPS.
These findings of the amount of threads will be used to measure the actual performance for each
clothes along with the sequential method below.

Performance
Using the optimal number of threads that we found above for each method, we compare

the performance of sequential computation with domain decomposition methods (table 4.0). The
results show that sequential computation performs the worst for all three cloth sizes. For the
small cloth, sequential computation performs at 84 FPS, while row decomposition performs at
110 FPS, column decomposition performs at 95 FPS, and block decomposition performs at 104
FPS. For the medium cloth, sequential computation performs at 33 FPS, while row
decomposition performs at 57 FPS, column decomposition performs at 55 FPS, and block
decomposition performs at 57 FPS. For the large cloth, sequential computation performs at 21
FPS, while row decomposition performs at 37 FPS, column decomposition performs at 34 FPS,
and block decomposition performs at 37 FPS.

Small Medium Large

Seconds
Seque
ntial Row Col Block

Seque
ntial Row Col Block

Seque
ntial Row Col Block

1 79 102 98 106 34 59 56 58 22 39 38 41

2 83 109 106 109 33 56 54 55 21 38 37 40

3 82 109 107 108 33 56 54 57 21 37 36 38

4 85 110 107 105 33 57 53 57 21 37 36 38

5 85 110 94 100 33 56 54 57 21 37 36 38

6 85 110 88 105 33 57 55 57 21 37 36 36

7 85 112 88 104 33 57 54 57 21 37 31 34

8 85 111 87 99 33 57 55 57 21 37 31 34

9 86 112 85 101 33 57 55 57 21 37 31 34

10 85 112 88 101 33 57 55 57 21 37 31 34

Average 84 110 95 104 33 57 55 57 21 37 34 37
Table 4.0 (Performance results on different methods

for different clothes)

Results
From the performance analysis that we have seen above, for the small cloth the row

decomposition produced the best performance by using 10 threads and produced 110 FPS. For
the medium cloth the row and block decomposition came to tie by producing the best
performance with 57 FPS by using 10 threads for row and 6 threads for block. For the large cloth
the row and block decomposition continue to place tie performance results by producing 37 FPS
with 10 threads on row method while 16 threads on block decomposition. From these results, we
found that the sequential performs the worst among all of the provided methods and to get better
results we should be using the parallel domain decomposition.



Conclusion
In conclusion, this study has shown that parallel programming with appropriate

decomposition methods and thread configurations can greatly improve the performance of cloth
simulation. The performance analysis revealed that the row decomposition method consistently
produced the best performance across all three sizes of clothes, while the column and block
decomposition methods varied depending on the size of the cloth and the number of threads
used. Additionally, the normal sequential method produced the lowest performance among all
four methods. These findings suggest that parallel programming techniques can significantly
enhance the performance of cloth simulation, leading to more realistic animations in computer
graphics and animation.
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